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Differential Privacy

A mathematically rigorous definition of privacy for
individuals included in statistical computations [Dwork et
al., 2006]

Intuitively, the output of a computation should not
depend too much on the data of one particular individual.

DP + Auxiliary Information
DP guarantees are relative—don’t depend on existing
background information.

But, arbitrary auxiliary information combined with
differentially private results can result in substantial
privacy harms [Dwork and Naor, 2010]

Would it be useful to have a variant of DP that could deal
with some auxiliary information?

Bounded-leakage Differential Privacy
We introduce an additional leakage function to the standard
definition of differential privacy, which defines the type of auxiliary
information being considered.

The leakage function takes in the same database and random input
as the privacy mechanism.
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Goals

Define a relaxed variant of differential privacy that can
give further insights about privacy when we know an
upper bound on potential auxiliary (leaked) information.

Ideally should satisfy useful properties such as
composability, post-processing, and meaningful
conversions to standard differential privacy.

Regardless of external knowledge, after seeing the leakage, an
adversary who sees the output of the privacy mechanism draws
the same conclusions whether or not a particular individual’s
data was included in the original database.

Properties
Bounded-leakage privacy satisfies post-processing, group privacy,
and composability properties analogous to standard differential
privacy.

Explicitly “leaking” the value of the leakage function does not
affect bounded-leakage differential privacy.

Scenario 1: 2020 Census
How would the release of “exact counts” affect the privacy
of census participants? [Garfinkel, 2018]

When the leakage and mechanism output are
independent, bounded-leakage privacy preserves the same
bounds as the differentially private mechanism.

So, releasing exact counts won’t degrade census
participants’ privacy in unexpected ways.

Scenario 2: Non-participation

Can my privacy be degraded by studies that I didn’t participate in?

If we model this question by assuming a database contains an
entire population, differential privacy tells us that individuals will
incur a privacy loss for every study run on the population.

Introducing a leakage function that gives an upper bound on the
number of studies that an individual participated in gives tighter
privacy guarantees.

Privacy loss can now be expressed in terms of the upper bound
rather than the total number of studies over the entire population.

Future Directions

It would be interesting to develop additional mechanisms
that enjoy bounded-leakage privacy and to apply the
notion in new domains.

Variations on the definition of bounded-leakage privacy
deserve further exploration.

One possibility: a variant that allows weakened privacy on
low-probability leakage outputs.
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